
N,,achusetts Mcr m Cambridge Room 39-321
Insltute Research Massachusetts Telephone 4PFOVED FOR PUBLIC RELEASE
of Technology Cento 02139 (617) 253-8138 DISTRIBUTION UNLIMITED

VLSI Memo No. 88-449o June 1988
0CNI

DTICTHE RECONFIGURABLE ARITHMETIC PROCESSOR 1 :LECTE
SNV 21988U

Stuart FSke and William J. Daily

Abstract

The Reconfigurable Arithmetic Processor (RAP) is an arithmetic processing node for a
message-passing, MIMD concurrent computer. It incorporates on one chip several
serial, 64 bit floating point arithmetic units connected by a switching network. By
sequencing the switch through different patterns, the RAP chip calculates complete
arithmetic formulas. By chaining together its arithmetic units the RAP reduces the
amount of off chip data transfer; In the examples we have simulated off chip I/O can
often be reduced to 30% or 40% of that required by a conventional arithmetic chip.
Simulations predict a peak performance of 20M Flops with 800M bit/sec off chip
bandwidth in a 2 rn CMOS process.
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Abstraft beteena AU.. Although a singte %nial unit is slower than& apar-
al" implsmsatatioa. the WA makes up for this by exploiting
the tunctional parallelism achieved by having several units on one

The Recau4umhleAzthmetic Pro (LA?) as an ithmstic chip: instead of a single 20M~lop unit. we have eight 2.5&tFlop
Proca'"ifg Sode f-t & mseee -pesANg. Mfllfi cmcuru cos. units running in parallel. is the examples we have siuld. A U
pute,. It incoporates oem chip "Wvra serial 6 bi doi ulization ranged from 30% to 60% depending on the problemt.
Point arithmetic %aite cosected by a switching network. By th inFge1cnstsoanubro

u~ea~the switch through digers patterns, the W" chip four-bit secial AlUa. a switch, input reooters, ad output reoiters.
cluae oPlate arithmetic formula. By th51as55 toflthat Dt is aestesic ndgt otdt h prpit

its ~ ~ ~ ~ a Wihsal ast h Prdcs h a t of off chip i..- Aue I*awn thae swltch ad fes bated nto the aptchpwihae
tra-sfr in the Uzmphe we have simulated off chip 110 can, AeohULs ltallw the it as dbcnof the mptchion toias
often be reduced to 30% or 40% of that required by a onoft- wheonfi oalwteu tpo the computationiscmltte reu t aket
tiona arithmetic Chip. Simulations Predict a Peek performne, Of plc.Wethco uainisomewherut msnto

20M~lopa with SOOMbit/sec off chip bandwidth in a mCO the output t.1ustet5.

l ntroduction b-0

The Peebles Is helding hat aithessel chp es w.e have to
do s - with bellila bee asltesed dcedto s with baeag

" s- I te - y / hedWidh Fm exainpla. a r Iwp : LAP Datp=Wfdavl 6 bi-peM fsedg pinsadd ofagepllePp@p
MM*in at IGUF1ne freqir n 1/0 baudwlda of 3JGbltSec

to be kept buy. Twos eie at 1/0 is muy didicalsto Wj At a higher eid. the I"P has a memags pausing interface, A
withw anUigI hnddcte otsse ~ P is -9 musse that deg"n equations as a sequence ofof data. swatch C0G~fgWUWIos, which ane stored in local memory. Sub-
The R-aaflgiirabl Arithmetic Process., (RAP) in aL CM0S, 64 sequnt 02803g. use thee stored configurations to evaluate the
bit, tinting point Arithmetic chip d"Ped to sustain. high rasa equacioe M~echanism are included that allow the pipeliing of
of flating Point operatios, while "Ruring oar a trcto of several RAP@ so that the output of one LAP? can be ue as the
the I/0 baadwidth of a cosueoa arithmetic chip. To do thi input to Another.
the UAP al&W- the direct calalIat of PrseOes that contain .ac ~ e
several adds, sabtraca ad malilpllee. In elec the chip caa be 12 Bcgon
thought of - calculatin a complete forua rather than a s&l i~m aecmue plain uha nlgct

pri m itiv eatlu n.cu lt uim u la ri s th e " s aio n, of p h ysic al p h n o m ea such as
The L46P uss seo"a arithmetic, Sgong mplementati of wt- N-body problemsad finite element anaysi, digital ipal pro-
metic an e man efflmet tha paale iMplementatioes ad ceesag. and three diNmnsial paphLICS require large amounts
allow IS t0 Put seeed Arithmetic Units (AU.) o% a sing& Chip. Of fcloeg POWn computing Powar (151. To saiey this demand,
Haviag aarow MeWa datapuh al" &lIowa u to implemet an -mayse"ia purpose beard WOWt SAd chip level arithmetic pro.
ame eflent switching network that can he uand to route dat -ol have been built [21 fl 11. Approaches range from math

'Tb8V~fIIs WAd is sbeowseppeutatl Po yMDbs caprocessos; that ane as simple sartensacus to a main Processor
AdvnadRoo" POMASM soa amU NO16OCMUmd (e0g the Intel 3025 and the Motorola MfCGISUI) to dedicated

NMI*a4&SKGlse is oeut byem itS? Pflindat Yas lasemipser Awavc a" oasse', dwiped f- Specific applicatiOas. in most camsid ka pu by a Odisei bae 1606 VanI rsmau..s docmd theme Processors a- implaemted sing a bit-para"e approach.es rAi% a Is lsddi (In&~ MAR). DcA-s of th- approach, unpieantatoa are expeive in, tat"s
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of siliconareaand oly one attwo floating poist units cnabe put form (FFr) (121 [141. The 4-poit FTF dat&alw graph is shown
011 A single Chip- in Figure 2 ad consists in L2 multiplies sad 22 additions, used

The~~ ~~ am efiisc (sra nti"alw e"fc to calculawtehe real sad imasaary parts of the 4 output results.

poin unts o b pu on siglechi. Sria arihmeic as hisV~kwould be eveluated by & LAP as follows:, First a
pen unitd us man Diital Sip Pcesingp Stalitionihs [6 31method' would be stored is the LAP memory describing ach

be used in malong Diita Signal pralelism uspicg aia 88. d lvlo h aclui.Ta a mswwould be sent containig

Thpa oepatng arthetctiobe n s pa I&lth is n[1 Msinagcit the 14 input variable neesry for the computation. Assuming

-' thrasstfo sra l entedineu tispleeato [9. May aL3orth asideal atiMg the LAP would sucesiely mun trough each

116ntvses o era rtmei zpinnsia.1 11[Z level of the calculation am described by the inethod. exploiting

[1 fuauctioeal perallelsm by doing all operations of a given level in
Anotherr aepiawh to the 1/0 bandwidthi problem is to sea & eop perald. Finally it would send a message containing the results
Lae lie to stare operands sad intermadila misil [171. The to the appropriate desinauin.

to be input to eWk fuaectios ell during andh Pipeline time s0lo Isa reeListic uag& deterviiniag the sUCC~on Coeliguratloe of

mae rgirser mebh switching back by i~ng du t a method involvs a schaeulla problem. dace the LAP may not

mw is to a dirsest ime slat, &ad by musitipleulag asy rot- have emno Aug to perform all possble coecurrent operations

istes, into auh rege fil poet, The sai.ll switch in the RAP as once. Tma RAP we ane building has 4 adders/eubtractors and
elImiate the need for storag and simplife the multiplexing. 4 multipliers. An optimum schedule fat the graph o*(Figure 2 is

The resultiag switch is smaller, beth becmes it is serial and bes. shows in Figure 3: the 4-point FFr actually requirem 7 compu-
cause it contains no sbaress. The switich is elso simpler to controL tatioa cycles. In this appliction a 60% of the &A~ capacty is

switch canhpgratos, are changed each woad time, while regster used for a rate of 12 NfFlops.
fil addresses must be changed ech clock cycl The slow control _________________

signale Wlow us to operate the switch feer than a coutpershble
register file. Throughout the rut of"ti pape, the bit-pere"lan
AU with no means of mploiting locality is used as a bessilse level m
of comperisan

'The LAP chip is betng designed &s a part of the J.Miachines (31,
a message passing concurrent computer system under develop- 2111
mat at MT. This system, is based on a mesh routing network
that conniects a Collection of processiag node ad Was woem-
hole rouain techeicime to reduce mreeg latenc to 2Ms fe a Me
200 bit Breseg as a 41 siodet setwk (31. Each dajg~echip aside
inadea beth the secook cornmualeation hardware end a pre. Rm

cre. The IAP chis me niode typ tWa cans lte the

And sou healg ceehslawas to Ilai he system. The
LAP boreoes se-a Wdee *ha we AMr dirmiepedi In the Man. We
up Driven Procso (MDF) t4 whic is the puI ,PUPeM
computing a"@e is the Sstesm. In parelcular the UAP ames
mess"a directly, reducing mpag laterpretationi ouwbead. and
it make me at the sarsetwrk comuication achirre (41 (51. It

1.3 Outl~neVi xI

mae remainder at this paper describes the LAP in detaill Section
2 givesanm aulaof bow tW APltousealin itypcalapplca, -W
toe. Section 2 descibe the mae that an used to contall
the RAP, while, secio 4 describes thes architecture. Pulumnnmc We-
results delived hAm simulations an pementeld. in sction L Sec-
tIon 6 budy diecusses a uimpUed. fAsd-point R.AP chip that
han been fabricad and tested. Finally, section I offe soen
concluding rerk. W

2 An wample Figur 2: 4-Point FFT Datallow Graph

In order to illustraw beer the LA.? sern functa" pualelemst mae I/0 bandwidth required is reduced to 25% of the bandwidth
42Ple the b0aty said ocucY bead, in inathemakl equa. reqired by a conventional bit-paralel arithmetic chip. A couvin-
tioes. we cdir the cahCUsionl &4poiat hat FondaW Trans. Woad arithmetic chip would require 34 x 3 =102 word transfers,



when 5U cot !espoads to the auxaber of operations, and 3 caem destiation of the meults. The N0014ID is the network address
spoads to the two words of input data end one ward of autput of a no&-L4.P mods, and the ILEPLY-ID is a message header.
data for each operation. Using a LLP. only 26 wod am be Thee. two fisds are used in conjunction with temaplte inola-
transferred oe. and off chip. consisting of 14 input operands. 8 moton to forward output remuits. The iniormautio conained
output reslts, end 4 wars of overhead taJormatiae. This we in methods end tomplawe is discussed in dotaij in the !oilowing
duced 110 bandwidth makes it possible tw a cnm aicabas sections,
network to keep the chip busy.

0.5 ~ ~ ~ ~ ~ CO~ w amesce.u esat h55 oujm U

MW so 2- NUTW10 OS o2sW

%5i ~ oUSW S

29

3 s 4 & a CyleI. hih ipu rster to 0.5 withs t operad.3 S

M -UII Grp -h ano ure swtc coeesa ormtatteoernsm

3.1 Menthods&

3 4f9 A ethodd ofsit each1 fhe noato nessr so poprands
55 ~ - 1 th ontim & i sequence g of switch ctonncivt y incldes it

1 1 that 1. eais Whc p te ina toldith fthepeANda. a i

Thguam thre ypeso cheule hr the eaLoAP f p ol Is mihout d nsmetera AUl cosas add atsults brc)

Lr Datalow rAN 3.ZC ( E.Thsmsaeow bt he ma""herswitioEch cgmsoes thrats the tkeras are

S pu ob e o h atrgoes Mamap thrug wa nld.o s ea twk of the aigs illa Ae pasedtog
one f Mf swtch oafguraoessodthenSalod V= sa give mhdis eaInluhe istch oeth"ty dmbia

da tha deducedim os the a"enl of the" s e.g. a

orde t eppr maewtpso psta amhdaa

2. CTONU I AND (SIUTE(+). Th swis use btss man 32 Te mpehdton le.Ec eigmao ls ae
aemeatho ie loaed moain s hat s v~a be pand btheg od h ubfesfprnata l epse hog
oCAo aoswitch meduam.adthodeci ea uneadeda m uAn tepat is meod io t princu d the methdng o erasPchps.
she iotusoest Thcessr sopeformd hrech t t Itred cinitan deduced fo the eallos the aingofteutu

2.STO3ZE MTWOD (ST). Thes message is uwed to soe 3. "inte mlfate. mnge oaote Pfo ute

tomplatein local mesmory. A teps cotan fowrdn computation. A template coesists of she address of she neut RAP
iArMIAsI0s tha alows the Cascading Ci severa RAP ckIps, that the mealts anm so be seat to. end the instruction (method

sand tompLate) that is to be seeuted themn.

Mdesa finmats an shown is Fiur 4. h + esg Cascading of L4.Ps sucks is fows A general purpose nods
has METNOD.ID sad TEWULTIE-M 6" taspcfth asuc ao nDP (21 sou up the pipeline by loading methods and
method sad template to be we. Mea an teplt IDe an emplate into the Appropriate RAP Chips. A C+E message is
amm addres that point as the fisM element aftbe metod or then "at to the Ame LAP in the pipeline to begin the calculation.

tem lat.Mthods ad tomplabin mut be sant to she LAP be. Each LAP in the pipeline usow its template to forward its results
hew th C-I. coimmada that use shea. The C+E mesa alo o the no RAP hor the nex stage of the computation. The

Use NOD3.ID and REPLY- id e t "weity the ulWnte !JOD&.Z ad WELY.ID wre passed kom RA to WA antil
they wre WWe at the ls" stae to get the reslts to their Ana



destination. Is wame came it is necesary to combine results switch control is reponsible for loading switch conhigurations at
coming from diseet We~ before contining the compatihn the cocrct do&e By dividing the CWOIt@ into these thm differ-
this combining cao, be dam by as MD?. se blocks the operations of loading opernds, unloading results.

Tempeto usspeide sepratly romthemethd t &1ow if- and changing the switch conhiguratioa can be pipelined. Hard.
Tempate ~e pecled ep~eiiPfr0 themet~d t alOW df are interlocks rove memory contention and provide feedback

foint Calculations to wee -00m- subroutines and to pemi a to prevent the output queue from overflowing.
sigl calculation to distribute its work ovar moel ILAPs. An

example of two calcubaios using a coUmma subbmurine would There awe three memorim os the chip: a main memory for holding
be a routine that multiplier all the elemnts of two vectoru. De. templates and methods, an input queue, and as output queue
pending on which template is used to foward the reenit. such a The lapet and output queae. ane 64 word memories with separa
roatine could be used by itself or could be used in a dot product ports for the network and processor. The main memory (25o
routine whome the m ste as to add all the products togathr. A wards) is shared between the input control and the switch control,
Lk? couod also use the dlfibrot templates to divide up a prob. with priority gien to the switch coutrol.
bi n that the aen isp at the celaaio is being OencAed
on a number at ifibo RAPS. In thin am so RAPS. wOid The datapathb cosiim of 16 input registers, a switch, a switch
contaia the -om method and the choice of template. would dIe. ioosathos 615 , a Cties of 16 function units, 16 Olt-
tribute the work ownr theseprosou. put rogism. and some bufe storap for the template. The 16

function. ualts consist Of 4 plus/minus arithmetic units (AU*),
4 multiply AN, anid It leedthroughs used to pass operands a-

4 Architecture chaapsd with the appropriate delay.
Operands wre loaded into the input registers Drom the input

4.1 Bloc Diap-am quee. propagate through the function, units for ous or more
*compuation cyrie (which is dedned to be the time for one

Figure 5 show a block diagram of th coplt RA co " Peer through the switch and funactional units) with the outputs of
of the costed blocks, the memories, and the datapath Then e the ANs and Jeedlthroughse feeding back into the switch, and then
three control blocks rIfrIe to as input control. output C011tr10, are unloaded from the output registes into the output queue.
and switch control, that Coordinate the inetin of The input and output restes perform parullel-uriaL mad aerial.

Input~ ~ ~ ~ ~ ~ ~ ~~~U 4 coto ade h eeto fmsuteipt~Parallel conversion respectively, and cani be loaded or unloaded
drpth Mad memory oe race.oa Outs eiput tot as the switch and AUs are buy computing another problem in.datpar, sd Mmor opra~c"Outut ontol s npow sce. After M&c compuation cyde the switch is recoaliguredise hor unloading mealt memagee into the output pen., while by the switch control unit which reloads the switch configuration,

Sei Ier. The appropriate template is unloaded into the Outset
qnsooe I~ the output reelts.

- __ -4.2 Azthmetic Units

The RAP adesa adder/eubitractore, ad multiplier. we eti.
matw that theme units will run a" 90 in s I a2*0 CMOs Proces.

-Fo implicity runua amn-iandard loadin point format was
___ ___ __chosen. conisting at an 6 bit, two's complemeant exponent field,

-~~ and 4 36 Wit tw's complemsent manitler l01d. This brat" pet'.
~4- '~ -sittea unior treatment of the atponent and mantissa in tw.

- -~ - -comsplemenrt foes The implementation is four-bit seria in oO
- -e -4 ~ OMN.- to make full use of the clock period. In sinigle bit implement-

' - tions sisl propagate in time. mucd smalle than the smallest
I dock period that co be reliably distributed, and thus do not

- - - make full use of the clock period. Manipulating two or four bets
- at a time also allows certain edcaeat social algorithms to be used

- -- -- -- -- - 1 [1) [103. An&ais appro lastd to be 41W2 for an AU and 500KA3~
for a foedthrough.

The AU. run four times faster than the memory. We denote a
4----memory cycle as a major cycle and an AU cycle as a minor cycle.

A word time is defined as the tie required to shift a complete
operand into an AU, and correspondt to 16 Minor Cycle$ Or 4

F- 10 Ib Wa&or cycles. The units have a lateecy of two word times in which
* ~~~~the expoent sad marrima s, adi~disiz Ii

performed.

Figure RAP Block Diagmoam



4.3 Switch 5 Perfrmne Evaluation

The switch is shows is Fipmel. Each AU slects am of 8limpue A mlorf heNPuaetseasn w a adse

for a" of their two oprsds, while the fsdtkro%&h each have A *-d~ fo the '~ pA af form*ha an wrte ha ue

the Chaim of 2 speWt. On the Amn coehgeasion of asti spves lows th edn a( semsages to the &AP, as well us the cascading
method the Inputs ane take from the A6 input estem while onu O L4P5. Perrnc figure assume a minor cycie of 12.5us. a
subsequent coadgmatioes the inpute mte taken from th oupt major cycle of 50as. an input bandwidth of 400Mbit/see. and an
of the AUs and femedtroeghs. The columns of 2XI maktpieum output bandwidth of 400Mbit/awc [SI.

to wd t smke hischoce.A number (f fomulas have baen mapped into the U.P and tom
The switch chosen dome snt ailer the complete cousectivity of othm eat aft skowe in Table 1. Far ach problem in this,
a lOXlI ctmber bat has the avastap of beig awl -@L table we list the total number of floag posnt operations per.
and reqeuig less state inlasmatlawi subh awelgmla can be _IWteW1kWO a~ P*kadOtu PMCS n

Mdtoee .byad" 0 bit&( bib each ~eck A aW unbit owc sc thubrowic ok ai in the Method usew to de.
J i e t e e i h a i tef a"n s a d d64 b o o r h s a ftw t s ge it 11 h ac la t o . From m th a fig res w e calculate the aeW ag

01 hswitch or pze~a in 4A ingle clThiycle by u an Mnesn point rate achieved &DA the /0 bandwidth required to
Ange wored frs om y. for the problem we simulated, the kesp a RAP buoy with the problem. The latency colum reer
_inc pet conectivity d1d as preventan s mmppig the to the dam bas when ass problem instance is in the input buffer

preOm v~ak am* the swhd. The ess, to e orti to wie the Complete result is In the output buffe ad jackud"
wee that dud" say givOn stage of the calculatlus awe all the al cmg overhead

AUs ane seeded. so that it is smy to rts, t. puts to the deied Average -Loaing point praneachieved depends on how well
Inputs by choosing betee several, possible fres, AUs. a problem is abl to urn, the patallelism made available by the

An expremonc compiler is seeded to smap a gives equmatin at me RAP. The average foaing point performance for theme problem
at equacless Into a serie of appropriate switch comlguratioss. A was OW[Slopsar 45% of the peak pedrmrance possible. Opti-
compiler is ortestly under develoipment based as a critical path suation is possible in maomof thes cume by combinin several
anay&i of the exprassioe SM a oreedy scheduling of operatiems. pcb&L I& order to eas menat the cesouetm: for instance doing

_______________________________ two 2X2 Mer At the same tum ua the RAP mome acently
than a da&i 2X2FFT. The 1/0 bandwidth required depends on
thu locality iahe"en in the problem. For instance the vectr Msu

to anm exeple has so locality that can be exploited by the RAP and
____ ____ ____ therm Is so bandwidth advantag in aming It (in fiec if overhead

om [1- L& IsSE 4 Include14d, usin the WA is More autly). The bandwidth Me
-ume - her %he other ptobbs o h --e have all been reduced to

M-RM = within the capecity aoeu network The 110 bandwidth required,
en -, will Inrase ightly been... m m iato and mmwsge han.

hew any asm at operands aft "" in a single Message.

*7E p 3-~w UMR -

so 121__ oIM -7r T r- L51T I *l ~batl

en-T -440 W ~ k/

Tal 1:.4 RA___nacei yia apiain

- 5as ..

MA Th InT *.-F- atlU W A sta trdue h aatas

catcl-tm e 17ce tly Wishn h owr pdt h k

an~spe Isi ____ imprtan alc:NPprornean.T t cpical a lance.ech

W M 6 wtha mg o mho bandw thav te nicetomat ssa i to dos artheticP

____________________________________ befy withoat ovorloeding the network, SMd few esough for the
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LAP o kep p wth te atwak. abl 2 sow.howman goal, ixe pant aitmeli unts onncte by tatcaly rcon

C 1agztosi ehdwudb da.gvntenma t I~beaat rsbrsica h aaahi he tg

heA soeha uopwisate neork yathe 2 ashouwpu bufate, stral,.~ ipit adotuma ourns anerfoem by rttallyeco nd
bu in tem wit cas amayh back bp th vehenetwberk. figumbll spanse -r swi .Te aa satre tg

6nu aprtotypNo HUrwe ge A sw"mtoi: pplthoug the stch setupNn is connenteth tto the a sng
If~~~~~~~~~~~~~~~on RAP, ioteUSanteatoth10 u twil basiths chipU taeos tree opneat d hesi canabe efd-

cerae hip (fogre ' 1.mpef the pee o rie n sitlchando sitkh suacti an ( ts o ietsta erands
the81 iddum Sble ComOSr e ecaslesl y both stude S w, uh pssiagern thr ... ohned 64 bit ultigplyingto o ts
Ant Fis, is @shald et, Spe inwr ad toe lavtPtea bpeae ad adndutat hetid w registers wilelucebgsr

but i the idas dcae abak , ine partilaerta-idea convhay.n
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